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Welcome to a fake world created by AI
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IA : 
Amie ou ennemie 

dans notre quotidien ?

L'intelligence artificielle transforme 
notre monde à une vitesse vertigineuse.
 
Elle promet des avancées extraordinaires 
tout en soulevant des questions 
fondamentales sur notre avenir. 

Sommes-nous face à une révolution qui 
bouleversera nos vies, ou simplement à 
une évolution naturelle de nos outils 
technologiques ? 
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Let’s connect
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L'IA transforme déjà votre 
monde
Avant d'explorer les opportunités et les risques, prenons un m om ent 

pour constater l'om niprésence de l'intelligence artificielle dans notre 

quotidien. 

D es recom m andations N etflix aux traductions instantanées, des 

diagnostics m édicaux à la création artistique, l'IA est partout.

Vous utilisez tous l'intelligence artificielle, souvent sans m êm e le 

savoir. 
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Ce n'est pas de la magie

D errière le m ystère apparent de 

l'intelligence artificielle se cachent des 

m athém atiques sophistiquées et 

d'im m enses volum es de données. 

U n systèm e d'IA analyse des patterns, 

identifie des régularités, et utilise ces 

inform ations pour faire des prédictions 

ou générer du contenu nouveau.

Contrairem ent aux idées reçues, l'IA 

n'est pas une entité pensante 

autonom e. 

C'est un ensem ble d'algorithm es 

entraînés sur des exem ples pour 

reproduire ou am éliorer certaines 

tâches hum aines.

L'analogie 
du GPS

Votre G PS est une 

form e d'IA faible. Il 

analyse en tem ps réel 

les données de trafic, 

calcule des m illiers 
d'itinéraires possibles, 

et vous recom m ande 

le chem in le plus 

rapide.

L’IA forte est encore 

un fantasm e 

aujourd’hui, m ais 

pour com bien de 

tem ps ?
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TURING TEST
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A new test ?

Transform 100.000$ 
in one million

But … 
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• The term "AI" could be attributed to John McCarthy of MIT (Massachusetts Institute of Technology), which
Marvin Minsky (Carnegie-Mellon University) defines as "the construction of computer programs that engage in 
tasks that are currently more satisfactorily performed by human beings because they require high-level
mental processes such as: perceptual learning, memory organization and critical reasoning. 

• The summer 1956 conference at Dartmouth College (funded by the Rockefeller Institute) is considered the 
founder of the discipline. 
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10 49 COUPS POSSIBLES
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10 600 COUPS POSSIBLES !
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EQUIVAUT A 2000 ORDINATEURS X 440KW

Ecologiquement … 
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L'IA comme alliée au quotidien

Accessibilité universelle

Les assistants vocaux perm ettent 

aux personnes à m obilité réduite 

de contrôler leur environnem ent 

par la voix. Allum er les lum ières, 

régler le chauffage, appeler un 

proche : l'autonom ie retrouvée 

grâce à l'IA.

Briser les barrières 
linguistiques

La traduction instantanée 

transform e nos interactions. 

Voyager à l'étranger, collaborer 

avec des partenaires 

internationaux, ou sim plem ent 
discuter avec quelqu'un qui ne 

parle pas votre langue devient 

naturel et fluide.

Optimisation énergétique

L'IA analyse vos habitudes de 

consom m ation et ajuste 

autom atiquem ent le chauffage, la 

clim atisation et l'éclairage. 

R ésultat : des économ ies 

substantielles et un im pact 

environnem ental réduit.
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DEEP LEARNING
Pour l’IA 100.000 images 98% d’efficacité
Pour un enfant de 4 ans 2 images 100% d’efficacité
Exemple: les chats, la nuit, ne sont pas sur instagram
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For prompts 
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Le risque des biais : l'IA n'est pas neutre

"Garbage In, Garbage Out"
L'intelligence artificielle apprend à partir de nos données. Or, 

ces données contiennent inévitablem ent nos préjugés, nos 
inégalités historiques et nos angles m orts sociétaux. U ne IA 

entraînée sur des données biaisées reproduira et am plifiera ces 

biais.
Le problèm e est particulièrem ent préoccupant car ces systèm es 

sont souvent perçus com m e objectifs et neutres. On leur fait 

confiance aveuglém ent, alors qu'ils ne font que refléter les 

injustices présentes dans leurs données d'entraînem ent.

Exemple concret

D es systèm es de tri autom atique de CV ont été 

abandonnés après avoir découvert qu'ils défavorisaient 

systém atiquem ent les candidatures avec des nom s à 

consonance étrangère, reproduisant les 

discrim inations présentes dans les décisions de 

recrutem ent passées.
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CHATGPT 4.0 

1700 MILLIARDS DE PARAMETRES
PLUS IL Y A DE DATA 
MOINS LA QUALITE

GLOBALE EST BONNE
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Le contenu issu des IA 
étant parfois incorrect et 
comme ces contenus sont 
republiés sur internet et 

que les data nourrissant les 
IA sont issues d’internet, 

les IA vont devenir de 
moins en moins 
performantes …

Est-ce inévitable ?
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Comment fonctionne l’IA ? 
C’est du prédictif avec une certaine logique 
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DATA QUALITY
TAY UTILISANT UNIQUEMENT TWITTER 
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Some horrible things
to be labelled
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DEUX TYPES D’HALLUCINATIONS
36% - ETUDE UNIVERSITE DE HONG-KONG

• VISIBLEMENT FAUSSES 

• SEMBLENT VRAIES

C’EST NORMAL QUE LES IA RACONTENT N’IMPORTE QUOI.ELLES NE 
CHERCHENT PAS A VOUS DONNER LA VERITE, ELLES CHERCHENT A VOUS 

DONNER UNE REPONSE. ET LA REPONSE EST LA MOYENNE DE CE QU’ELLE 
TROUVE SUR INTERNET… ET IL Y A BEAUCOUPDE BETISES SUR INTERNET !
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Published by open AI
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Les biais algorithmiques en action
Pour com prendre l'am pleur du problèm e, rien ne vaut une dém onstration concrète. La chercheuse Joy Buolam w ini du 

M IT a conduit des expériences révélatrices sur les systèm es de reconnaissance faciale.

Joy Buolam w ini dém ontre que les systèm es de reconnaissance faciale fonctionnent rem arquablem ent bien pour les 

hom m es blancs, m ais échouent fréquem m ent à reconnaître les visages de fem m es noires. U n test poignant qui révèle 

les inégalités codées dans nos technologies.

Message clé

"Si le visage de l'hum anité n'est pas divers dans les données d'entraînem ent, l'IA ne verra qu'une partie de nous."

Ces biais ne sont pas de sim ples im perfections techniques. Ils ont des conséquences réelles : contrôles policiers ciblés, 

refus de crédit injustifiés, discrim inations à l'em bauche autom atisées. L'IA peut devenir un outil d'exclusion si nous n'y 

prenons pas garde.
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Risk :IS AI LEGAL ??

53

THE ANSWER IS YES BUT…
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We should not 
underestimate 
the real threats 
coming from AI, 
mostly GenAI.

13/9/2023
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“We should have a “soft” interpretation of GDPR in the 
development of IA  

DPOPRO DAY 8/25/2018
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What are the risks ?
Workers and AI
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42% share sensitive company data 
57% of users surveyed do not check the veracity of answers before using
them in their work
65% stated that their organisation has no clear guidelines or rules
regarding the use of ChatGPT
Only 22% of employees know how ChatGPT treats the information they
provide
43% of respondents do not know how their data is handled
Only 18% said that the rules were formally set out in an official e-mail and 
just under 15% in a specific official document".
More than half of employees surveyed (57%) said they did not check the 
accuracy or reliability of AI-generated content before passing it off as 
their own work.

Source Karspersky quoted by RTBF
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La menace des deepfakes
La fin de la confiance ?

Facile

Des applications accessibles au grand public 
permettent de créer des deepfakes en quelques clics, 
sans compétences techniques avancées.

Rapide

Quelques minutes suffisent pour générer une vidéo 
convaincante où n'importe qui semble dire 
n'importe quoi.

Dangereux

Les implications pour la désinformation, le 
chantage et la manipulation sont vertigineuses.

Les deepfakes ébranlent un fondement de notre société : la possibilité de croire ce 
que nous voyons. Quand n'importe quelle vidéo peut être falsifiée de manière 
indétectable, comment distinguer le vrai du faux ? Comment maintenir la 

confiance dans l'information visuelle ?

"Je ne crois plus ce que je vois" pourrait devenir la devise par défaut de notre époque. 
Une démonstration en direct avec des outils comme "Reface" suffit à saisir la 
simplicité troublante de cette technologie.
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Impacts multiples

Manipulation politique

Im aginez une fausse déclaration de 

guerre ou un scandale fabriqué diffusé 

la veille d'élections cruciales. Le tem ps 

de dém entir, le m al serait fait.

Chantage et harcèlement

D es deepfakes à caractère sexuel sont 

utilisés pour intim ider, hum ilier ou 

extorquer des victim es, 

m ajoritairem ent des fem m es.

Destruction de réputation

U ne seule vidéo falsifiée peut ruiner 

une carrière ou briser une vie, m êm e 

après avoir été dém asquée com m e 

fausse.
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FEAR OF AI ?
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Transformation du monde professionnel
Automation vs. Augmentation

Le débat sur l'IA et l'em ploi oppose souvent deux visions : celle de l'autom ation qui détruit des em plois, et celle de 

l'augm entation qui enrichit le travail hum ain. La réalité est plus nuancée et dépend de nos choix collectifs.

Métiers créatifs

U n designer utilise M idjourney ou 

D ALL-E pour explorer rapidem ent des 
dizaines de concepts visuels. L'IA 

devient un partenaire de 

brainstorm ing, libérant du tem ps pour 

la stratégie créative et le raffinem ent 

artistique.

Métiers manuels

D es lunettes de réalité augm entée 

guidées par l'IA assistent un 
technicien dans la réparation d'une 

m achine com plexe. Instructions étape 

par étape, détection des pièces 

défectueuses : l'expertise hum aine est 

am plifiée.

Métiers de bureau

Libération des tâches répétitives 

com m e la saisie com ptable, la 
génération de rapports ou la synthèse 

de docum ents. Les professionnels 

peuvent se concentrer sur l'analyse, la 

stratégie et les relations hum aines.
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FEAR OF LOSING JOB
DO YOU ?

THE question of the added value  

69

Le revenu social universel ?

70

Fraud and plagiarism
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Many fear that artificial intelligence will 
be the end of humankind

… 

NOT YET

IA needs prompts and input

75

CYBERCRIME AND 
PHISHING
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MILITARY AI

79

AI does have risks

Some of these risks include 
overoptimization, weaponization, 
and ecological collapse, according 
to Ben Nye, the Director of 
Learning Sciences at the 
University of Southern California, 
Institute for Creative Technologies 
(USC-ICT).
“If the AI is explicitly designed to 
kill or destabilize 
nations…accidental or test 
releases of a weaponized, viral AI 
could easily be one of the next 
significant Manhattan Project 
scenarios,” he stated on Metafact.
“We are already seeing smarter 
virus-based attacks by state-
sponsored actors, which is most 
assuredly how this starts,” Nye 
added.
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L’IA un désastre environnemental ?
• Une requête Google= 0,2 G de CO2
• Une requête chat GPT= 4,32 g de CO2
• Des millions de litres d’eau (en circuit fermé)
• ET…
• Aucun projet de régulation à ce sujet
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Pensée unique et bulles de filtres
L 'IA  q u i v e u t tro p  n o u s fa ire  p la isir

Les algorithmes de recommandation analysent 

vos comportements en ligne pour vous montrer 

du contenu susceptible de vous plaire. Vidéos, 

articles, publicités, offres d'emploi : tout est 

personnalisé pour maximiser votre engagement.

Cette personnalisation crée ce qu'on 
appelle une "bulle de filtres" : vous êtes 

progressivement exposé uniquement aux 
opinions qui confirment les vôtres, aux 

informations qui correspondent à votre 

vision du monde.

Le risque ? Un confort intellectuel trompeur, une polarisation accrue de la société, et un appauvrissement des débats démocratiques. Quand personne ne partage les mêmes faits de base, comment construire un consensus ?
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Effacement des 
cultures 

minoritaires du fait 
que les contenus et 
la labellisation sont 
gérées par USA et 

Chine
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Pour suivre l’actualité …
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The importance 
of a critical

mind

87

Le kit de survie de l'ère IA
Face aux défis posés par l'intelligence artificielle, voici quatre principes concrets pour naviguer en citoyen éclairé et 

responsable dans ce nouveau paysage technologique.

01

Développer son esprit critique
N e prenez rien pour argent com ptant. Vérifiez 

systém atiquem ent les sources, croisez les inform ations, 

questionnez les im ages et vidéos qui suscitent une forte 

réaction ém otionnelle. D em andez-vous : qui a intérêt à ce 

que je croie cela ?

02

Cultiver sa curiosité
Sortez activem ent de votre bulle de filtres. Lisez des 

opinions opposées aux vôtres, suivez des sources 

m édiatiques diverses, engagez des conversations avec des 

personnes qui pensent différem m ent. L'inconfort 

intellectuel est un signe de croissance.

03

Exiger de la transparence
Q uand un systèm e vous fait une recom m andation, 

dem andez : "Pourquoi celle-ci ?" Les entreprises doivent 
être capables d'expliquer com m ent leurs algorithm es 

prennent des décisions qui vous affectent. La boîte noire 

n'est pas acceptable.

04

Ne pas déléguer son jugement
L'IA peut conseiller, m ais la décision finale doit rester 

hum aine, surtout dans les dom aines critiques. U n 
diagnostic m édical, un recrutem ent, une décision de justice 

: l'hum ain doit garder le dernier m ot et assum er la 

responsabilité.
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Quel monde voulons-nous avec l'IA ?

Une IA humano-centrée

L'objectif n'est pas de créer des machines qui nous 
remplacent, mais des outils qui augmentent nos 
capacités sans diminuer notre humanité. Une IA qui 
libère du temps pour ce qui compte vraiment : la 
créativité, l'empathie, les relations humaines, la 
contemplation.

Une IA qui respecte notre dignité, notre autonomie, 
notre diversité. Une IA transparente, auditable, qui rend 
des comptes. Une IA au service du bien commun, pas 
seulement du profit de quelques-uns.
Ce monde est possible, mais il ne viendra pas tout seul. Il 
nécessite des choix conscients, un engagement collectif, 
et une vigilance de chaque instant. L'avenir de l'IA se 
décide maintenant, et nous avons tous une voix dans ce 
débat.

Empathie Équité

Transparence

ProtectionInnovation

Inclusion
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GOOD  LUCK IN THE DIGITAL FUTURE
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Merci

Place à vos 
questions
Contact

N'hésitez pas à me contacter pour 

poursuivre la conversation ou 

accéder aux ressources présentées 

aujourd'hui.

Slides : www.folon.com

Pensée finale

"L'intelligence artificielle 

a besoin... d'intelligence 

humaine."

La technologie ne définit 

pas notre destin. Ce sont 

nos valeurs, nos choix et 

notre engagement 
collectif qui façonneront 

l'avenir de l'IA.
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